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Random Forests = ensembles of decision 

trees 
 

Decision trees “vote” for a class 
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 11411 manual observations 
• Dec 2009 – Jan 2017 
• 7 predictor variables 
• No special observations 

 
 Partial, shallow, freezing, mist = fog 

 
 Local to the aerodrome 
 
 No cloud ceiling  25kft 

 
 Other missing values were imputed using 

miniature random forests 
 

 



Fog None Class Error 

Fog 352 387 .5237 

None 63 10609 .0059 
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Fog None Class Error 

Fog 644 95 .1286 

None 1326 9346 .1242 
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Fog None Class Error 

Fog 43 24 .358 

None 73 400 .154 
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Fog None Class Error 

Fog 29.75 37.25 .556 

None 116.75 356.25 .247 
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Add other predictor variables 
 

Optimize the Random Forest by tuning the 
cutoff based on a cost analysis 
 

Program the model into a forecasting 
application 
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If one decision 
tree forecasts 
incorrectly in 
the random 
forest and no 
one notices, 
does it verify? 
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